
OPM 761 – Research Seminar Production Management

Fall Term 2021

The goal of this seminar is to introduce the participants to conduct scientific research. Thereby,
it prepares the students for the writing of their Master’s thesis. The seminar is geared towards
students intending to write their thesis at the Chair of Production Management.

Participants will explore one of the topics listed below. They will review and critically assess
the corresponding scientific literature and present their findings in a written report (15 to
20 pages) as well as in an in-class presentation (15 - 20 min + 20 min discussion). Each
participant is also expected to critically assess the presentations of the other students in the
ensuing discussion.

Applications will be accepted from May 3rd, 2021 until May 16th, 2021. Admission to the
seminar will be confirmed by e-mail at latest on May 21st, 2021 and must be reconfirmed by
the participant at the kick-off meeting.

The Kick-off meeting will be held on May 31st, 2021 between 08:30 and 10:00 o’clock in
Zoom. During this meeting, an introduction to scientific writing and presentations for term
papers will be given.

A brief session on introduction to Overleaf and LATEXwill also be offered. The time and date
of this session will be decided in the Kick-off meeting among the interested students.

The written reports have to be submitted by Wednesday, October 7th, 2021 in the following
formats:

• Two-fold hard copy version.

• Electronic version including a copy of the references cited in the report and auxiliary
information (tables, data, programming code, etc.).

The presentations will be held as a blocked session between October 25th and 29, 2021.
Attendance at all presentations is mandatory.

The final grade for the seminar is composed of the following components: Written report
(60%), presentation (30%), and contribution to the discussion (10%).

There is a joint application process for all seminars offered by the chairs of the Area Opera-
tions Management. In the Fall term 2021, this includes the following seminars:

• OPM 701: Research Seminar Supply Chain Management
Chair of Logistics and Supply Chain Management, Prof. Dr. Moritz Fleischmann
(Topics labeled with “L”),

• OPM 761: Research Seminar Production Management,
Chair of Production Management, Prof. Dr. Raik Stolletz
(Topics labeled with “P”),
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• OPM 781: Research Seminar Service Operations Management
Chair of Service Operations Management, Prof. Dr. Cornelia Schön
(Topics labeled with “S”),

• OPM 792: Research Seminar Procurement
Endowed Chair of Procurement, Prof. Dr. Christoph Bode
(Topics labeled with “B”).

Detailed information on the seminar topics and the link to the online registration tool are
available on the home pages of the respective chairs. In their applications, students can
indicate up to five preferred topics from all seminars.

In addition, applicants for OPM 761 must send an email with (1) CV, (2) official B.Sc. and
M.Sc. grades overviews, and (3) the list of courses in the Area Operations that you are cur-
rently enrolled in to opm761@bwl.uni-mannheim.de. For any further question concerning
the seminar please also contact the chair via opm761@bwl.uni-mannheim.de.

Topics Catalog

P1 – Artificial Neural networks in manufacturing processes – A
systematic review

Objectives: Artificial Neural Networks are powerful and flexible tools that provide high
performance also when applied to complex environments due to their ability to adapt and
learn. Thus, also interest in their application to manufacturing in a variety of related contexts
increased in recent years.
In this seminar, the student is expected to conduct a comprehensive literature review and
present an overview of Artificial Neural Network approaches used in different parts of manu-
facturing processes for varying purposes with special attention to recent publications. Equal-
ities and differences in the identified literature with respect to the type and structure of the
Neural Network on the one hand and the characteristics of the manufacturing process on
the other hand (e.g. on the specific optimization problem, the industry, . . . ) are to be char-
acterized and structured in a systematic manner. In addition, promising options for further
research are to be pointed out.

Prerequisites: Basic knowledge in Neural Networks (e.g. OPM 562) and knowledge in
planning models for Production Management (e.g. OPM 661 or OPM 662)

Basic Papers: Zhang and Huang (1995), El-Bouri et al. (2000), Weichert et al. (2019)

Abstract: Artificial intelligence has been claimed to yield revolutionary ad-
vances in manufacturing. While most of the survey papers about artificial intelli-
gence in manufacturing have been focused on knowledge-based expert systems,
fewer attentions have been paid to neural networks. However, neural networks
are able to learn, adapt to changes, and can mimic human thought processes with
little human interventions. They could be of great help for the present computer-
integrated manufacturing and the future intelligent manufacturing systems. This
paper presents a state-of-the-art survey of neural network applications in manu-
facturing. The objective of this paper is to update information about the applica-
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tions of neural networks in manufacturing, which will provide some guidelines
and references for the research and implementation.

P2 – Artificial neural network hyperparameter optimization for
queue length prediction

Objectives: Artificial Neural Networks have the potential to show good performance in
the analysis of queuing systems. The creation of an artificial neural network requires the
determination of a number of parameters, which are determined externally – called hyperpa-
rameters. These hyperparameters have a huge impact on the accuracy of the Artificial Neural
Network. Until now, there is no consensus on their optimal choice, but a variety of methods
for their determination.
The student is expected to explain in detail the problem and the challenges of finding opti-
mal hyperparameters for Neural Networks. In addition, a Neural Network for the prediction
of a set of properties of a stationary queue (e.g. M/M/1, M/M/C and/or M/M/1/K) is to be
trained. Based on this, a numerical study on the optimal choice of the hyperparameters for
the Neural Network using (at least two) different optimization methods of student’s choice
and a comparison and discussion of the results are to be conducted.

Prerequisites: Knowledge of Artificial Intelligence approaches and knowledge of a pro-
gramming language (e.g. OPM 562) and basic knowledge in queueing theory (e.g. OPM
661)

Basic Papers: Bakhteev and Strijov (2019), Feurer and Hutter (2019)

Abstract: The paper investigates hyperparameter optimization problem. Hyper-
parameters are the parameters of model parameter distribution. The adequate
choice of hyperparameter values prevents model overfit and allows it to ob-
tain higher predictive performance. Neural network models with large amount
of hyperparameters are analyzed. The hyperparameter optimization for mod-
els is computationally expensive. The paper proposes modifications of vari-
ous gradient-based methods to simultaneously optimize many hyperparameters.
The paper compares the experiment results with the random search. The main
impact of the paper is hyperparameter optimization algorithms analysis for the
models with high amount of parameters. To select precise and stable models
the authors suggest to use two model selection criteria: cross-validation and ev-
idence lower bound. The experiments show that the models optimized using
the evidence lower bound give higher error rate than the models obtained using
cross-validation. These models also show greater stability when data is noisy.
The evidence lower bound usage is preferable when the model tends to overfit
or when the cross-validation is computationally expensive. The algorithms are
evaluated on regression and classification datasets.
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P3 – Transient performance analysis of serial production lines

Objectives: Manufacturing systems are often analyzed in steady-state. However, in prac-
tice, it takes some time before a system can reach this steady-state. This period is called the
transient phase of the system. It can occur due to several reasons such as ramp-ups, service
breakdowns, or parameter changes, e.g. due to a change in demand. Manufacturing systems
can only be characterized accurately when their operation in steady-state as well as in tran-
sient periods is reasonably investigated. Nevertheless, the analysis of the transient behavior
is much more complex than the study of the steady-state. In the base paper, an approach
is developed for the analysis of the transient phases of serial production lines and machines
with breakdown and repair probabilities and finite buffers.
The student is expected to comprehensively discuss the approach for single and two-machine
lines presented in the base paper in detail. In a literature review, the basic paper is to be em-
bedded in the relevant stream of literature on the analysis of transient queues in a structured
way. This is followed by a critical investigation of the methodology with respect to advan-
tages, shortcomings and alternative approaches.

Prerequisites: Knowledge of queueing theory and stochastic variability (e.g. OPM 661)

Basic Paper: Chen et al. (2016)

Abstract: A production system is characterized by both its steady state and tran-
sient properties. While extensive research efforts have been spent in the analysis
of the steady state of production systems, very few results, especially analytical
ones, have been reported regarding their transient behavior. Indeed, transient
behavior of production systems has significant practical and theoretical implica-
tions. A better understanding of the transient properties of production systems
is critical to effective utilization of real-time production data for efficient factory
floor operation and management. In the framework of serial production lines
with geometric machines and finite buffers, this paper develops mathematical
models for transient analysis and derives closed form expressions for evaluating
the production rate, consumption rate, work-in-process, and probabilities of ma-
chine starvation and blockage, during transients. In addition, a computationally
efficient algorithm based on aggregation is developed to approximate the tran-
sient performance measures with high accuracy. Numerical experiments show
that the methods developed can be applied to systems with time-varying machine
parameters as well.

P4 – Multi-department Multi-day Shift Scheduling

Objectives: Personnel scheduling problems exist in many work environments such as banks,
hospitals, restaurants and retail stores. One of the variants of the problem arise in organiza-
tions which are divided into departments and transfer of workers among the departments is
possible, i.e. each department has its own staff and on top of that, it can borrow staff from
other departments if need be. This flexibility helps reduce the costs, especially when there
are short-term changes in the demand of departments.

The objective of this seminar thesis is to describe and analyze the optimization problem
addressed in the base paper in detail. In addition, the student is supposed to position the base
paper in the related stream of literature. The proposed Mixed-Integer Programming (MIP)
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model has to be described and implemented in a modeling system (e.g. GAMS or Python).
A numerical analysis with standard solver must be conducted to generate some managerial
insights. Critical assessment of the contribution of the proposed model will conclude this
thesis.

Prerequisites: Knowledge of a modeling language for MIPs (e.g. OPM 662)

Basic Paper: Dahmen et al. (2020)

Abstract: In this paper, we address a personalized multi-department multi-day
shift scheduling problem with a multi-skill heterogeneous workforce where em-
ployees can be transferred between departments under some restrictions. The
objective is to construct a schedule that minimizes under-coverage, over-coverage,
transfer and labor costs. We propose a novel two-stage approach to solve it: the
first stage considers an approximate and smaller problem based on data aggre-
gation and produces approximate transfers. The second stage constructs per-
sonalized schedules based on the information deduced from the first stage. An
exhaustive experimental study is conducted and proves the efficiency of the pro-
posed approach in terms of solution quality and computing times.

P5 – Literature Overview on Personnel Scheduling with
Employee Transfers

Objectives: Personnel-related cost is the major cost component in many service and pro-
duction systems. Therefore, cutting labor costs by only a small percentage will result in a
significant savings in total costs. One of the options managers use to reduce the costs is the
transfer of workers between different parts of the system.

The goal of this seminar thesis is to review the papers in the field of personnel scheduling
that consider the transfer of workers between different parts of the system. The student is
supposed to explain the underlying assumptions of optimization problems. The overview
is expected to classify the literature based on the features of the problems especially with
regard to the transfers.

Prerequisites: Knowledge of mathematical modeling and optimization (e.g. OPM 662)

Basic Paper: Dahmen et al. (2020)

Abstract: In this paper, we address a personalized multi-department multi-day
shift scheduling problem with a multi-skill heterogeneous workforce where em-
ployees can be transferred between departments under some restrictions. The
objective is to construct a schedule that minimizes under-coverage, over-coverage,
transfer and labor costs. We propose a novel two-stage approach to solve it: the
first stage considers an approximate and smaller problem based on data aggre-
gation and produces approximate transfers. The second stage constructs per-
sonalized schedules based on the information deduced from the first stage. An
exhaustive experimental study is conducted and proves the efficiency of the pro-
posed approach in terms of solution quality and computing times.
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P6 – A Literature Overview on Workforce Scheduling in
Multi-stage Systems

Objectives: Workforce scheduling attempts to have the right staff on duty at the right time.
In multi-stage systems, in addition to the classic decisions in workforce scheduling, the man-
ager needs to decide how to allocate the workforce among different stages of the organiza-
tion.

In this research seminar, the student is expected to review workforce scheduling studies con-
sidering multi-stage systems, present the underlying optimization problems and categorize
them based on the structure of the system and the relationship of the stages to each other.
Critical assessment of the literature and suggestions for further research in the field conclude
this seminar thesis.

Prerequisites: Knowledge of mathematical modeling and optimization (e.g. OPM 662)

Basic Paper: Dahmen et al. (2020)

Abstract: In this paper, we address a personalized multi-department multi-day
shift scheduling problem with a multi-skill heterogeneous workforce where em-
ployees can be transferred between departments under some restrictions. The
objective is to construct a schedule that minimizes under-coverage, over-coverage,
transfer and labor costs. We propose a novel two-stage approach to solve it: the
first stage considers an approximate and smaller problem based on data aggre-
gation and produces approximate transfers. The second stage constructs per-
sonalized schedules based on the information deduced from the first stage. An
exhaustive experimental study is conducted and proves the efficiency of the pro-
posed approach in terms of solution quality and computing times.

P7 – Cutoff service levels in operations management

Objectives: The management of operations in manufacturing, logistics, and service opera-
tions is driven by service levels with respect to on-time delivery. The so-called cutoff service
levels (also known as Next Scheduled Deadline (NSD)) are widely used, for example in
make-to-order manufacturing or in online retailing. Based on a cut-off time and a deadline,
a certain target percentage of orders received until the cut-off time have to be processed until
the deadline.

In this research seminar, the student is expected to review planning models that consider
cutoff service levels and present the underlying optimization problems. The optimization
problem and the solution approach presented in the basic paper have to be discussed in detail.
Critical assessment of the contribution of the investigated research studies will conclude this
thesis.

Prerequisites: Knowledge of queueing theory and stochastic variability (e.g. OPM 661)

Basic Paper: Çeven and Gue (2017), Doerr and Gue (2013)

Abstract: Service performance of an order fulfillment system is mainly deter-
mined by how quickly and accurately it fills customer orders. A higher service
level can be offered with a later cutoff time, before which customers are assured
of receiving their orders. However, the desire to offer a later cutoff time must be

6



tempered by the need to provide service at low cost, which means taking advan-
tage of economies of scale in picking operations. To strike this balance, many
distribution centers release orders in large batches called waves. We develop
analytical models to determine the timing and the number of order waves for
fulfillment systems that operate against a daily deadline. In a case study, we ap-
ply our theoretical models to data from a large distribution center and show that
optimal wave releases could significantly improve on time shipments compared
to an intuitive method.

P8 – Economies of scale and the shape of cost functions

Objectives: Many operations models decide on the entire (aggregated) capacity or on the
overcapacity for different planning horizons. The structure of the capacity cost may depend
on the decision environment, the industry, and the considered types of variability. For exam-
ple, capacity cost may increase linearly in the capacity or are piecewise constant for certain
ranges of the capacity.

In this research seminar, the student is expected to characterize capacity cost functions and
their sources based on different planning problems in Operations Management. The liter-
ature has to be reviewed with respect to relevant planning problems and industry-specific
functions (the focus is not on the solution method). Realistic cost function should be de-
scribed, critically assessed, and managerial insights have to be discussed. The impact of
the cost function can be analyzed numerically in a sensitivity analysis for a selected OM
problem.

Prerequisites: Knowledge in planning models for Production Management (e.g. OPM 661
or OPM 662)

Basic Paper: Bradley (2005)

Abstract: We analyse a dual-source, production-inventory model in which the
processing times at a primary manufacturing resource and a second, contingent
resource are exponentially distributed. We interpret the contingent source to be
a subcontractor, although it could also be overtime production. We treat the in-
ventory and contingent sourcing policies as decision variables in an analytical
study and, additionally, allow the primary manufacturing capacity to be a deci-
sion variable in a subsequent numerical study. Our goal is to gain insight into
the use of subcontracting as a contingent source of goods and whether it can
fulfill real-world managers’ expectations for improved performance. We prove
that a stationary, non-randomised inventory and subcontracting policy is optimal
for our M/M/1 dual-source model and, moreover, that a dual base-stock policy
is optimal. We then derive an exact closed-form expression for one of the opti-
mal base stocks, which to our knowledge is the first closed-form solution for a
dual-source model. We use that closed-form result to advantage in a numerical
study from which we gain insight into how optimal capacity, sub- contracting,
and inventory policies are set, and how effectively a contingent source can re-
duce total cost, capacity cost, and inventory cost. We find that (i) the contingent
source can reduce total cost effectively even when contingent sourcing is expen-
sive and (ii) contingent sourcing reduces capacity cost more effectively than it
does inventory cost.
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P9 – Scenario-based optimization of capacities with respect to
cutoff service levels

Objectives: The management of operations in manufacturing, logistics, and service opera-
tions is driven by service levels with respect to on-time delivery. The so-called cutoff service
levels (also known as Next Scheduled Deadline (NSD)) are widely used, for example in
make-to-order manufacturing or in online retailing. Based on a cut-off time and a deadline,
a certain target percentage of orders received until the cut-off time have to be processed until
the deadline.

In this research seminar, the student is expected to develop and numerically analyze a scenario-
based optimization model with stochastic and time-dependent demand. Decisions about
time-dependent capacities have to be made with respect to given cutoff service levels. An
exhaustive sensitivity analysis must be conducted to demonstrate the influence of several
parameters on the structure of the optimal solution.

Prerequisites: Knowledge of mathematical modeling and optimization (e.g. OPM 662)

Basic Paper: Çeven and Gue (2017), Doerr and Gue (2013)

Abstract: Service performance of an order fulfillment system is mainly deter-
mined by how quickly and accurately it fills customer orders. A higher service
level can be offered with a later cutoff time, before which customers are assured
of receiving their orders. However, the desire to offer a later cutoff time must be
tempered by the need to provide service at low cost, which means taking advan-
tage of economies of scale in picking operations. To strike this balance, many
distribution centers release orders in large batches called waves. We develop
analytical models to determine the timing and the number of order waves for
fulfillment systems that operate against a daily deadline. In a case study, we ap-
ply our theoretical models to data from a large distribution center and show that
optimal wave releases could significantly improve on time shipments compared
to an intuitive method.
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